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Figure 3. Training loss vs validation loss for JAFFE dataset 

 
Figure 4. Training accuracy vs Validation accuracy for JAFFE dataset 
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Figure 5. Training loss vs validation loss for CK+ dataset 

 
Figure 6. Training accuracy vs Validation accuracy for CK+ dataset 

Table 2, Facial Expression Rate (%) of our model and other methods on JAFFE 
and CK+ for 7 classes. 
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Method 7 class labels 
JAFFE 

7 class labels  
CK+ 

 Accuracy % Accuracy % 
LBP [7] 85.23 89 
LDP [16] 86.19 92.3 
VGG16[8]  85.1 95.2 
ResNet[18] 85.6 91.8 
LDN [17] 81.42 91.68 
FiNet 85.38 96.62 

 

3.1. Extended Cohn Kanadedatabase 
The CK+ database consists of 1043 facial expression images from 123 subjects of 
different age groups [20].  Figure7. shows samples from CK+ dataset. From these, 
981 images were used with seven expression states: Anger, Happy, Sad, Neutral, 
Fear, Contempt and Surprise. The images were divided as follows: 80% training 
sample and 20% testing sample 

 

 
 

Figure 7. Sample of CK+ Dataset 
 

 

3.2. JAFFE database 
Our performance metrics were conducted using the JAFFE [21]. Inside the 
database were 213 peak emotions of the ten subjects in the dataset. In this dataset 
each subject comprises of six universal emotions (Anger, Happy, Sad, Contempt, 
Neutral, Fear and Surprise). Figure 8. Shows sample images from JAFFE dataset. 

In our model 198 images were used, 80:20 ratio was used for training and testing 
phases.  

 

Figure 8. Sample of JAFFE Dataset 
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Conclusions 

 
In this work a novel CNN architecture FiNet: fusion inherited network is proposed 
for macro facial expression recognition. We have proposed two blocks and single 
block of convolution layers fused together with filter size 5x5, to retrieve 
comprehensive and enriched features from salient regions. The weights of 
convolution filters are however 6,16 and 32 respectively for each block. 
FiNetutilizes the third block for enhanced discrimination of preservation of 
enriched features. The effectiveness of FiNet was examined on similar CNN 
variants for performance. The experimental setup was tested on two benchmark 
datasets Ck+ and JAFFE with profound classification accuracy results. We plan to 
enhance our work by using different transfer architecture to detect features from 
this network and SVM to categorize emotion classes from micro-features of facial 
expressions. 
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